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ARTICLE

Moving Image User-Generated Description: A Matter of Time
Edward A. Benoit, School of Library & Information Studies, Louisiana State University, USA

Abstract: This article explores temporal influences on compressive social tagging generation 
for archival moving image materials through a quasi-experimental study. Forty participants 
tagged the same video segmented into differing lengths. Analysis of the resulting data found 
the average number of user-generated tags is influenced by the length of the video within 
moving image collections. Specifically, the average tagging rate for a short video was higher 
than its lengthier counterpart. 

“The younger public now thinks of moving image archives as a kaleidoscopic online collec-
tion where access is replaced by automatic ingest and metadata by user-generated tags” 
(Prelinger, 2007). 

Over the past decade, archivists began experimenting with user-generated description 
through social tags and commenting. Social annotation became the trend de jure and it 
was promoted as a method for increasing access and democratizing the archive while many 
repositories used them to broaden description of photographic and textual records. While 
the popularity of tagging grew both inside and outside archives, early archival studies focused 
more on their use in textual and photographic collections than on moving image materials. 

The following article reports the first in a series of studies that isolate specific variables 
unique to moving image materials. The results of these studies will develop a broad set of 
best practices for integration of social tags within moving image archival collections based 
on empirical data. Furthermore, each study highlights strengths and weaknesses of the par-
ticipatory model. This first study explores the following research question and hypothesis:

RQ1: What effect does video length have on user-generated tags?
H1: Users produce tags at a higher average rate for shorter videos than longer videos.

Literature Review

Although its origins include older analog models, participatory archives became popularized 
within the archival literature in parallel with the Web 2.0 and Archives 2.0 movements in 
the mid-2000s. According to Eveleigh (2017), “‘Participatory archives’ is one of a number 
of shorthand phrases used in the archival literature in reference to contemporary initia-
tives, which seek to engage non-archivists—generally through the medium of social Web 
technology—either to contribute to archives or to comment on archival practice.” Early 
studies highlighted the participatory archives’ broad potential for increasing access, plu-
ralizing the archival voice, and engaging with the public in new and innovative methods.1 
Archivists began exploring these possibilities through early projects, such as the Polar Bear 
Expedition Finding Aid (Krause and Yakel, 2007; Yakel, 2006). Subsequently, new models of 
user-repository interaction were developed to further the participatory idea. Anderson and 
Allen (2009), for example, developed and promoted an archival commons framework, and 
Evans (2007) suggested leveraging participatory techniques to ease archives’ growing fiscal 
concerns. Additionally, archivists further implemented participatory strategies for arrange-
ment, description, transcription, outreach, and acquisition as individual case studies (Boyer, 
Cheetham and Johnson, 2011; Samouelian, 2009; and Theimer, 2011b). Finally, considering 

1 For more detailed and broader reviews of participatory archives, see Eveleigh, 2017; Flinn, 2010; Oomen and 
Aroyo, 2011; Theimer, 2011a; and Theimer 2011b.



iasa journal no 49 – December 2018
61

 Edward A. Benoit

moving image materials, the participatory research focused on transcription and community 
outreach, in addition to tagging.

As part of the movement’s universe, social tagging emerged as an early magnet testing the 
waters. Social tags are user-generated terms, keywords, or descriptions created for either 
the user’s own organizational purposes or to share with others. As Guy and Tonkin (2006) 
note:

In essence, a tag is simply a freely chosen set of textual key-
words. However, because tags are not created by informa-
tion specialists, they do not at present follow any ubiquitous 
formal guidelines. This means that items can be categorised 
with any word that defines a relationship between the online 
resource and a concept in the user’s mind. Any number of 
words might be chosen, some of which are obvious repre-
sentations, others making less sense outside the tag author’s 
context.

The collection of tags within a particular system creates a folksonomy of non-formal ob-
ject description. Although some minor differences exist between the terms social tagging, 
user-generated description, and crowdsourced description, the phrases are used inter-
changeably within this article.

These initial studies (and the majority to follow), however, focused on still images and 
textual archival records—with only a handful exploring tagging’s use with moving image 
materials. The Library of Congress Flickr and the Steve.Museum projects represent the 
two most extensive studies to date, and each focused on still images (photographs and 
fine art) (Springer et al., 2008; Trant, 2006; Trant, 2009a; Trant, 2009b; Trant, 2009c; Bearman 
and Trant, 2005). Additional smaller studies explored the types of tags created on popular 
bookmarking sites, such as Del.ic.ous and discussed their use for personal and professional 
organization (Kipp and Campbell, 2006l Kipp, 2008; Hunter, 2009). More recently, Benoit 
investigated the potential using domain expert user-generated tags as a replacement for 
item-level metadata within a minimally processed digital archives for a collection of pho-
tographs and textual documents (Benoit, 2017; Benoit, 2018).

Although only a handful of studies explore the use of social tagging within moving image 
archives, their findings indicate significant potential (Mellenhorst, Grootveld, and Veenstra, 
2008). The development of moving image specific studies follows a similar pattern to their 
still image counterparts. Kevin Andreano (2007) recognized the potential benefits of user-
generated metadata early in the movement. He highlighted the existing commercial use of 
crowdsourced description moving image sites such as YouTube and the Internet Archive 
and argued for archivists to consider similar adaptations. Andreano did not merely prose-
lytize the benefits of social tagging; he also recognized their potential flaws and limitations. 
In discussing the Internet Archive, he notes, “[the] inability to provide any metadata other 
than content description,” the possibility for “flawed” or “misleading” information, and 
the lack of formalized controlled vocabulary (Andreano, 2007). Despite these concerns, 
Andreano encourages moving image archives to consider using user-generated description 
as a tool, noting “User-created metadata cannot provide the functionality of more stand-
ardized cataloging practices, but it does have some advantages of its own, such as catering 
to the natural language of users through folksonomy, and presenting the possibility of 
serendipitous discovery. It is also a relatively cheap and easy way for archives to provide 
content description” (Andreano, 2007).
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Allied disciplinary studies, such as those in computer science and information science, initi-
ated most of the early moving image studies with an emphasis on understanding the retrieval 
role of user-generated comments and tags within online video hosting services, such as 
YouTube (Madden, Ruthven, and McMenemy, 2013; Jeong, 2008; Jeong, 2009; Huang, Fu, and 
Chen, 2010; Gedikli and Jannach, 2013; Ames and Naaman, 2007; Bertini et al, 2013). These 
studies influenced the further development of tagging and description tools, including the 
Wasida? video labeling game (Gligorov et al., 2011; Gligorov, 2012; Hildebrand et al., 2013). 

Gamification or games with a purpose (GWAP) were popularized during early citizen sci-
ence crowdsourcing projects and create a competition style environment to increase both 
metadata creation and quality. Rather than describing entire videos, the Wasida? platform 
uses time coding to associate each tag with a specific frame in the video (Hildebrand et al., 
2013). Initially developed by the Netherlands Institute for Sounds and Vision and the Vrije 
Universiteit Amsterdam, the Wasida? game has also been adapted for fiction movies and 
analysis of domain expert description (Estranda et al., 2015; Estranda, 2015). 

Despite these studies (and others not noted), the application of social tagging approaches for 
moving image archival materials remains behind its photographic and textual counterparts. 
The limited number of studies exploring the use of tagging as a comprehensive description 
tool for moving image materials partially explains this gap. Additionally, moving image materi-
als possess more complex characteristics and therefore more challenges. This study begins 
addressing the lack of social tagging empirical research focused primarily on moving image 
archival materials. 

Methodology

To address both the research question and the need for empirical data, the research study 
employed a mixed-methods, quasi-experimental two-group design (Hank and Wildemuth, 
2009). This approach limited the potential variables through random group assignment and 
a sterile interactive online space (Qualtrics). Recruited participants were randomly assigned 
to one of two groups. Each participant was informed that they would either watch a single 
25-minute video or three videos of equal length for a total of 25 minutes. Upon starting to 
view the video(s), participants could easily tell which group they were placed into based on 
the video’s time counter (displaying either 25 or 8 minutes). Additionally, participants were 
provided with the following description of tagging in their instructions:

Please create tags/keywords for the video. A tag, if you are unfamiliar with tagging, should 
provide some description of the video that would help yourself and/or others find it through 
searching or browsing online. Tags may include any word or combination of words (e.g., you 
can enter “funny” or “silly video” as individual tags).

Group A watched a 25-minute video and then created tags while Group B watch the same 
video broken into three segments, and generated tags after each segment. The tagging en-
vironment did not include other participant’s tags, nor any description, title or metadata 
associated with the videos. Finally, the study required each participant to create at least one 
tag per video (or video segment) with no upper limit on the number of tags created. The 
generated data were analyzed using descriptive statistics, open coding, and cross-sample 
comparative analysis.
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Sample Video(s)

The research study used, “Miss Lucy’s Classic Cajun Christmas,” a video from the Louisiana 
Digital Media Archive (LDMA), as its sample.2 Miss Lucy hosted several specials on Louisiana 
Public Broadcasting (LPB), and the sample video was selected for the following three rea-
sons: Louisiana themes, video length, and existing metadata. Louisiana themes: Although limit-
ing variables, the research design aimed to emulate some real-world conditions. In this case, 
the recruitment of local participants would be most interested in a video with local themes. 
Video length: The broadcast structure of the video follows a segment style construction over 
25 minutes. Therefore, the video could easily be sub-divided into three segments of rela-
tively equal length (one 9 minutes, two 8 minute segments). Existing metadata: The research 
designed aimed to include multiple tag comparison including inter-group and with existing 
metadata. The LDMA includes rich metadata for its videos including genre, geographic loca-
tions, subject terms, contributors, and a narrative description (see Table 1 for the sample 
video’s existing metadata). 

Table 1 Sample Video Existing Metadata from LDMA

Field Data

Collection LPB

Genre Holiday special

Place Covered Lafayette, Lafayette Parish, Louisiana, Natchitoches, Natchitoches 
Parish, Louisiana, St. James Parish, Louisiana, Breaux Bridge, St. 
Martin Parish, Louisiana

Copyright 
Holder:

Louisiana Educational Television Authority

Date Issued 2001-12-01

Duration 00:24:51

Subjects Zaunbrecher, Lucy Henry, 1938- | Holidays | Christmas | 
Vermilionville | Acadian Village (Lafayette, La.) | Lasyone's Meat 
Pie Restaurant | Natchitoches Meat Pie | Natchitoches Christmas 
Festival | Bonfires on the Levee | Hayes, Hunter, 1991- | 
PARADES | Christmas lights

2 The LDMA is a joint venture of Louisiana Public Broadcasting (LPB) and the Louisiana State Archives. More 
information can be found at http://www.ladigitalmedia.org/. http://ladigitalmedia.org/video_v2/asset-detail/LMLCC 
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Contributors Zaunbrecher, Lucy Henry Host
Allen, Gary Producer
Yancey, Allegra Nevils Producer
Bailey, Jarad Photographer
Crews, Keith Photographer
Mitchum, Steve Photographer
Woods, Virnado Photographer
McKenzie, Lucy Suzanne Guest
Lasyone, Jim Interviewee
Pellerin, Ray Interviewee
Angelle, Jennifer Interviewee

Description In this Christmas special from December 1, 2001, Ms. Lucy trav-
els around Louisiana to explore Cajun Christmas traditions. In 
Lafayette, she visits with Papa Noel at Vermilionville and tours 
the Christmas lights at Acadian Village with her granddaughter, 
Lucy Suzanne McKenzie. While in Natchitoches, she eats a tradi-
tional Creole Christmas meal with Bobby DeBlieux at the Taunte 
Houpee’ Inn, talks to Jim Lasyone about his Natchitoches meat 
pies, explores Linda Lou Ropp’s collection of Santa figurines at 
the Laureate House, and attends the Natchitoches Christmas 
Festival of Lights. Ms. Lucy then visits the Bonfires on the Levees 
in St. James Parish and attends the Cajun Christmas Bayou 
Parade along Bayou Teche in Breaux Bridge, including a perfor-
mance by Hunter Hayes. Lastly, Ms. Lucy reads the “Cajun Night 
Before Christmas” by Trosclair with illustrations by James Rice.

Participants

Study participants over 18 years old were recruited through social media and flyers around 
the greater Baton Rouge area. Interested persons accessed the study through a Qualtrics-
based online survey, and upon agreeing to the informed consent, were randomly assigned to 
a study group. Each participant completed a pre-questionnaire with demographic informa-
tion and was then presented instructions for their assigned group’s task. The study remained 
open until 40 participants successfully completed their assigned task(s). Finally, upon comple-
tion, all participants could opt into a random drawing for one of four $50 payments. Most of 
the sample population were geographically located in Louisiana (65%). The sample was also 
primarily female (77.5%) and white (77%) with an average age of 30.9 (19-65 range). 

Results

Overall, Group A (long video) generated 322 total tags while Group B generated 555 (ag-
gregating all three short videos). This represents a statistically significant difference between 
the number tags generated for the long video (M = 16.1, SD = 22.6) and the short videos 
(M = 27.75, SD = 12.1); t(38) = -3.11, p = 0.004. The Group B participants only reused 59 
tags between segments (a user reusing the same tag in multiple segments) and produced 
281 total unique tags or 50.6% of their tags. Group A created a higher percentage of unique 
tags (54.3%), but a lower number overall at 175. Finally, a comparison of the unique tags from 
each group finds 31.7% of unique tags were created by participants in both groups.

In addition to generating a higher total number of tags (both unique and composite), Group 
B participants were more likely to exceed 20 created tags than Group A. Figure 1 highlights 
the number of tags created by each Group B participant with 14 exceeding 20 total tags 
(70%). In comparison, Figure 2 shows only two members of Group A did the same (10%). 

Moving Image User-Generated Description: A Matter of Time
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As expected, the tagging rate for the short videos declined slightly from video 1 to video 3. 
Expressed as a percentage of all tags created, Group B participants created 39% for video 1, 
34% for video 2, and 27% for video 3. 

Figure 1 Group B Tagging Rate Per User

Figure 2 Group A Tagging Rate per User

Edward A. Benoit
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Although the two groups generated tags at different rates, the types of tags created re-
mained similar. Table 2 compares the most frequent tags for each group with its frequency. 
Unlike previous studies, the vast majority of tags fell into one of three main types: descrip-
tion, identification, and response. The description tags literarily describe the content of the 
videos, such as bedtime stories, burning fire, and music on the bayou. While the identification 
tags also indicate content, they highlight specific persons, places, music, etc.—proper nouns 
such as Natchitoches, Ms. Lucy, and We Wish You a Merry Christmas. The final main category of 
tags reflects emotional responses to the video(s) themselves, such as funny, educational, and 
joyful. As noted in Table 3, the proportion of tags within each category followed a similar pat-
tern for both groups. Interestingly, the tags did not comment on the format itself—which is 
common among tagged photographs (Benoit, 2017).

Table 2 Most Frequently Used Tags per Group

Group A (Long Video) Group B (Short Videos)

Christmas (14) Cajun Christmas (19)

Papa Noel (13) Louisiana (17)

Cajun (10) Christmas (16)

Louisiana (9) Papa Noel (16)

Cajun Night before Christmas (6) Cajun (12)

Lafayette (6) Bayou (11)

Natchitoches (6) Bayou Parade (11)

Bayou (5) Cajun Night before Christmas (10)

Cajun Christmas (5) Food (9)

Additional analysis compared the generated tags with the video’s existing metadata (which 
users did not see during the tagging process) to explore if tagging alone could replace item-
level metadata. A compiled list of metadata from Table 1 was run through a stop list removal 
process. The resulting list of 89 metadata terms was compared with the unique generated 
tags from each group. Half of the metadata terms did not match the tags of either group 
while 39% match the overlapping tags created by both groups. Of the remaining matching 
terms, 9% of the metadata list matched tags created only by Group B and 2% match tags 
created only by Group A. The metadata terms that did not match included the date issued, 
duration, birth dates of subjects, and contributors (aside from Ms. Lucy).

Moving Image User-Generated Description: A Matter of Time
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Table 3 Tag Category Divisions per Group

Tag Category Group A (Long Video) Group B (Short 
Videos)

Description 52.2% 50.5%

Identification 42.1% 46.0%

Response 3.9% 2.8%

Other 1.7% 0.7%

Discussion 

The statistically significant difference between the tagging rates of the two groups confirms 
the study’s hypothesis that users will generate more tags per user after viewing short videos 
than viewing a single long video. Likewise, Group B (0.925) nearly doubled Group A’s average 
number of tags per user per minute (0.537). Although the rates were different, both groups 
generated similar proportions of unique tags; indicating homogeny between the group par-
ticipants—thereby further validating the study results. 

Previous tagging studies often note the inclusion of so-called super-users or super-taggers 
(Benoit, 2017; Springer et al., 2008). While there is no clear delineation between a regular 
tagger and a super-tagger, the latter typically produce tags at least 150% of the average rate. 
As noted in Figures 1 and 2, the shorter videos slightly increased the likelihood for super-
tagger occurrences with Group B including three compared to Group A’s two. Similarly, the 
shorter videos had a significantly higher proportion of users exceeding 20 total tags than 
the longer videos. This result suggests users could not remember as many descriptive terms 
after watching for 30 minutes compared to 10 minutes. The study’s platform, Qualtrics, did 
not allow for real-time tagging. If the study had users create tags in real time rather than after 
the video, there would likely be less difference between the groups. 

While the study confirmed its hypothesis, the tagging rate decline between shorter videos 
for Group B was unanticipated (as shown in Figure 1). The displayed tagging fatigue suggests 
users’ production follows a long tail style decline over time. A best practice approach would, 
therefore, increase the number of users creating tags while decreasing the number of short 
videos encountered in the tagging process. This would likely happen in a natural setting as 
most users would only engage with a low number of videos within a collection. If a reposi-
tory utilized a gamification system, such as Wasida?, they should limit individual sessions to a 
small number of short videos (or video segments) to avoid tagging fatigue.

Another positive indication from the study was the lack of group difference regarding tag 
characteristics. Since the users were not divided based on domain expertise, the tags should 
be relatively similar in nature—as the data confirm. Previous studies recommended specific 
tag types such as cinematography, emotions, explanations, and facts in their instructions to 
users (Estrada et al., 2016). This study did not include recommendations, instead the instruc-
tions stated, “A tag, if you are unfamiliar with tagging, should provide some description of 
the video that would help yourself and/or others find it through search or browsing online.” 
If a repository preferred specific types of tags, then more direct examples should be given 
to users.

Edward A. Benoit
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Finally, the data suggest that tagging alone cannot replace item-level metadata for moving im-
age materials since half of the metadata terms did not match generated tags. Over time, with 
additional users and tags, the long-tail principle suggests the proportion of metadata match-
ing terms would likely increase slightly—but not significantly. Not surprisingly, the majority of 
matching tags relate to subject and title metadata fields. This replicates previous findings for 
photographic and textual documents, thereby indicating another consistent aspect of moving 
image tagging (Benoit, 2018). 

Limitations

To focus on video length as a tagging variable, the study relied on a quasi-experimental design 
framework that requires limiting variables and uses a non-real-world interface (i.e., not an 
existing digital collection interface). Although this method produces concrete empirical data, 
its cannot explore every aspect of moving image social annotation within a single experi-
ment. For example, the issue of tag quality, and the potential for misuse, remains a regular 
discussion avenue for social annotation projects (Matusiak, 2006; Benoit, 2017; Benoit, 2018). 
While this study found minimal issues, it did not specifically test for any inter-user quality 
assurance mechanisms like those found in gamification approaches (Estranda et al., 2015; 
Estranda, 2015).

The study used a professionally produced, holiday special from LPB for its sample video since 
it could be easily divided into three distinct segments of equal length. The video included 
voice-over narration, soundtrack music, and story-based editing. While these elements might 
influence the types (and number) of tags generated, the effects cannot be analyzed in this 
study. Likewise, the number of participants could be increased to verify the study’s findings 
through replication in the future. 

Conclusion and Future Directions

This article is the first in a series of moving image tagging studies exploring the unique 
aspects of moving image archival materials. The resulting empirical data will be used as the 
foundation for developing a guide to moving image tagging best practices. Focused on tem-
poral effects, this study found that the average number of user-generated tags is influenced 
by the length of the video within moving image collections. Additionally, the findings suggest 
the following recommendations:

■■ When requesting comprehensive tagging (as opposed to time-coded), repositories 
should provide users with shorter videos than longer ones. 

■■ If necessary, divide longer videos into shorter segments and aggregate the generated 
tags afterward.

■■ Using shorter videos within a tagging project will generate more super-taggers.
■■ To avoid tagging fatigue, increase the number of users tagging fewer videos rather 

than having users tag multiple videos in a single session.
■■ Do not rely on tagging alone instead of item-level metadata. Tags will most likely re-

late to subject and title metadata fields.
■■ If a repository is looking for specific types of tags (e.g., persons, emotions, etc.), they 

should include examples in their user instructions.

Future studies will continue exploring additional moving image tagging variables, includ-
ing production type (professional vs. amateur videos); genre; participatory encouragement 
(gamification, rewards, recognition), and video length in time-based tagging. 

Moving Image User-Generated Description: A Matter of Time



iasa journal no 49 – December 2018
69

 

References 

Ames, M. and Naaman, M. (2007). Why We Tag: Motivations for Annotation in Mobile and 
Online Media. In: Proceedings of the SIGCHI Conference on Human Factors in Computing 
Systems. New York: ACM, pp. 971-980. 

Anderson, S. and Allen, R. (2009). Envisioning the Archival Commons. American Archivist, 
72(2), pp. 383–400.

Andreano, K. (2007). The Missing Link: Context Indexing, User-Created Metadata, and 
Improving Scholarly Access to Moving Image Archives. The Moving Image, 7(2), pp. 
82-99.

Bearman, D. and Trant, J. (2005). Social Terminology Enhancement through Vernacular 
Engagement: Exploring Collaborative Annotation to Encourage Interaction with 
Museum Collections. D-Lib Magazine [online] 11(9). Available at: http://www.dlib.org/
dlib/september05/bearman/09bearman.html [Accessed 27 May 2018].

Benoit, E. (2017). #MPLP Part 1: Comparing Domain Expert and Novice Social Tags in a 
Minimally Processed Digital Archives. American Archivist, 80(2), pp. 407-438.

Benoit, E. (2018). #MPLP Part 2: Replacing Item-Level Metadata with User-Generated Social 
Tags. American Archivist, 81(1), pp. 38-64.

Bertini, M., Del Bimbo, A., Ferracani, A., Gelli, F., Maddaluno, D., and Pezzatini, D. (2013). 
Socially-Aware Video Recommendation using Users’ Profiles and Crowdsourced 
Annotations. In: Proceedings of the 2nd International Workshop on Socially-aware 
Multimedia. New York: ACM, pp. 13-18. 

Boyer, D., Cheetham, R., and Johnson, M. (2011). Using GIS to Manage Phiadelphia’s Archival 
Photographs. American Archivist, 74(2), pp. 652-663.

Estrada, L. (2015). From Social Tagging to Polyrepresentation: A Study of Expert Annotating 
Behavior of Moving Images. PhD Thesis, Universidad Carlos III de Madrid.

Estrada, L., Hildebrand, M., de Boer, V., and van Ossenbruggen, J. (2016). Time-Based Tags 
for Fiction Movies: Comparing Experts to Novices Using a Video Labeling Game. 
JASIS&T, 68(2), pp. 348-364.

Evans, M. (2007). Archives of the People, by the People, for the People. American Archivist, 
70(2), pp. 387-400.

Eveleigh, A. (2017). Participatory Archives. In: Currents of Archival Thinking, 2nd ed. Santa 
Barbara, CA: Libraries Unlimited, pp. 299-325.

Flinn, A. (2010). An Attack on Professionalism and Scholarship? Democratising Archives 
and the Production of Knowledge. Ariadne [online] 62 (1). Available at: http://www.
ariadne.ac.uk/issue62/flinn [Accessed 27 May 2018].

Edward A. Benoit



70
iasa journal no 49 – December 2018

Gedikli, F., and Jannach, D. (2013). Improving Recommendation Accuracy Based on Item-
Specific Tag Preferences. ACM Transaction on Intelligent Systems and Technology, [online] 
4(1), 11:1–11:19. Available at https://dl.acm.org/citation.cfm?doid=2414425.2414436 
[Accessed 27 May 2018].

Gligorov, R. (2012). User-Generated Metadata in Audio-Visual Collections. In: Proceedings of 
the 21st International Conference on World Wide Web. New York: ACM, pp. 139-144.

Gligorov, R., Hildebrand, M., van Ossenbruggen, J., Schreiber, G., and Aroyo, L. (2011). On 
the Role of User-Generated Metadata in Audio Visual Collections. In: Proceedings of 
the Sixth International Conference on Knowledge Capture. New York: ACM, pp. 145-152.

Guy, M., and Tonkin, E. (2006). Folksonomies: Tidying up Tags? D-Lib Magazine, [online] 12(1). 
Available at http://www.dlib.org/dlib/january06/guy/01guy.html [Accessed 3 July 
2018].

Hank, C. and Wildemuth, B. (2009). Quasi-Experimental Studies. In: Applications of Social 
Research Methods to Questions in Information and Library Science. Westport, CT: 
Libraries Unlimited, pp. 93-104.

Hildebrand, M., Brinkerink, M., Gligorov, R., van Steenbergen, M., Huijkman, J., and Oomen, 
J. (2013). Waisda? Video Labeling Game. In: Proceedings of the 21st ACM International 
Conference on Multimedia. New York: ACM, pp. 823-826.

Huang, C., Fu, T., and Chen, H. (2010). Text-Based Video Content Classification for Online 
Video-Sharing Sites. Journal of the American Society for Information Science and 
Technology, 61(5), pp. 891–906. 

Hunter, J. (2009). Collaborative Semantic Tagging and Annotation Systems. Annual Review of 
Information Science and Technology, 43(1), pp. 1-84.

Jeong, W. (2008). Does Tagging Really Work? In: Proceedings of the American Society 
for Information Science and Technology, [online] 45, pp. 1-5. Available at https://
onlinelibrary.wiley.com/doi/10.1002/meet.2008.14504503124 [Accessed 27 May 
2018].

Jeong, W. (2009). Is Tagging Effective? – Overlapping Ratios with Other Metadata Fields. In: 
Proceedings of the International Conference on Dublin Core and Metadata Applications 
[online], pp. 31–39. Available at http://dcpapers.dublincore.org/pubs/article/
view/975/949 [Accessed 27 May 2018].

Kipp, M. (2008). @toread and Cool: Subjective, Affective and Associative Factors in Tagging. 
In: Proceedings of the 36th Conference of the Canadian Association for Information 
Science [online]. Available at http://www.cais-acsi.ca/proceedigns/2008/kipp_2008.pdf 
[Accessed 27 May 2018].

Kipp, M. and Campbell, D. (2006). Patterns and Inconsistencies in Collaborative Tagging 
Systems: An Examination of Tagging Practices. In: Proceedings of the Annual Meeting of 
the American Society for Information Science and Technology [online]. Available at https://
onlinelibrary.wiley.com/doi/pdf/10.1002/meet.14504301178 [Accessed 27 May 
2018].

Moving Image User-Generated Description: A Matter of Time



iasa journal no 49 – December 2018
71

 

Krause, M. and Yakel, E. (2007). Interaction in Virtual Archives: The Polar Bear Expedition 
Digital Collections Next Generation Finding Aid. American Archivist, 70(2), pp. 282–
314.

Madden, A., Ruthven, I., and McMenemy, D. (2013). A Classification Scheme for Content 
Analysis of YouTube Video Comments. Journal of Documentation, 69(5), pp. 693-714. 

Matusiak, K. (2006). Towards User-Centered Indexing in Digital Image Collections. OCLC 
Systems & Services: International Digital Library Perspectives, 22(4), pp. 283–298.

Mellenhorst, M., Grootveld, M., and Veenstra, M. (2008). Tag-based Information Retrieval for 
Educational Videos. In: EBU Technical Review [online]. Geneva: EBU, pp. 1-18. Available 
at https://pdfs.semanticscholar.org/2174/43ab52049aa4fb792e4f7991af4701999bc5.
pdf [Accessed 3 July 2018].

Oomen, J., and Aroyo, L. (2011). Crowdsourcing in the Cultural Heritage Domain: 
Opportunities and Challenges. In: Proceedings of the 5th International Conference on 
Communities and Technologies. New York, NY: ACM, pp. 138-149.

Prelinger, R. (2007). Archives and Access in the 21st Century. Cinema Journal, 46(3), pp. 114-
118.

Samouelian, M. (2009). Embracing Web 2.0: Archives and the Newest Generation of Web 
Applications. American Archivist, 72(1), pp. 42–71.

Springer, M., Dulabahn, B., Michel, P., Natanson, B., Reser, D., Woodward, D., and Zinkham, 
H. (2008).  For the Common Good: The Library of Congress Flickr Pilot Project [online]. 
Washington, D.C.: The Library of Congress. Available at http://www.loc.gov/rr/print/
flickr_report_final.pdf [Accessed 27 May 2018].

Theimer, K. (2011a). What Is the Meaning of Archives 2.0? American Archivist, 74(1), pp. 
58–68.

Theimer, K, ed. (2011b). A Different Kind of Web: New Connections between Archives and Our 
Users. Chicago: Society of American Archivists.

Trant, J. (2006). Exploring the Potential for Social Tagging and Folksonomy in Art Museums: 
Proof of Concept. Art Museums: Proof of Concept. New Review of Hypermedia and 
Multimedia, 12(1), pp. 83–105.

Trant, J. (2009a). Tagging, Folksonomy and Art Museums: Early Experiments and Ongoing 
Research. Journal of Digital Information [online], 10(1). Available at http://journals.tdl.
org/jodi/index.php/jodi/article/view/270 [Accessed 27 May 2018].

Trant, J. (2009b). Tagging Folksonomy and Art Museums: Results of Steve.Museum’s Research 
[online]. Available at http://www.archimuse.com/research/steve.html [Accessed 27 
May 2018].

Edward A. Benoit



72
iasa journal no 49 – December 2018

Trant, J. (2009c). Studying Social Tagging and Folksonomy: A Review and Framework. Journal 
of Digital Information [online], 10(1). Available at http://journals.tdl.org/jodi/index.php/
jodi/article/view/269 [Accessed 27 May 2018].

Yakel, E. (2006). Inviting the User into the Virtual Archives. OCLC Systems & Services, 22(3), 
pp. 159–163.

Moving Image User-Generated Description: A Matter of Time


